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Abstract of the contribution: the paper proposes a solution for NWDAF decompose.
1. Discussion
NWDAF currently is considered as a monolithic entity in Rel-16, and the Key issue 1 in eNA_Ph2 is to study the logic of decomposition of NWDAF and possible interactions between logical function.
There are also some discussions in O-RAN to study the callflow, architecture related to AI/ML model training and its distribution and deployment in the RAN. In O-RAN’s design, the AI/ML framwork is mainly composed by the ML Training and ML Inference. The Machine Learning (ML) Training is used to train the model and ML Inference receives the output of the ML algorithm and takes a decision for an action. 
Figure 1 shows the high-level architecture of AI/ML deployment scenarios in O-RAN.
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Figure 1 AI/ML deployment scenarios in O-RAN
Non-RT-RIC is the Non-Real-time RAN Intelligent Controller.

Near-RT-RIC is the Near-Real-Time RAN Intelligent Controller.

In the above scenario, the ML modeler uses a designer environment along with ML toolkits to create the initial ML model which is out of 3GPP scope. The initial model is sent to ML training function for training. The appropriate data sets are collected from RIC or RAN node for initial model training. 
The trained models are uploaded to the ML designer catalog (which can be an open source catalog platform) and the ML model is published to Non-RT-RIC. The Non-RT-RIC can use the trained model by itself or deploys the trained model to the Near-RT-RIC.

There are also some discussions about the framework for RAN+AI and some companies want to follow O-RAN’s principle for Intelligent RAN. 
Since we are discussing the decomposition of NWDAF in Rel-17, it is reasonable to consider the similar principles in eNA_Ph2 for NWDAF.
2. Proposal
Text below is proposed for TR 23.700-91.
**********************************************All New Text**************************************
6
Solutions

6.0
Mapping Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues
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6.X
Solution #X: NWDAF decompose architecture
6.x.1
Description

6.x.1.1
General


This solution addresses Key Issue#1: Logical decomposition of NWDAF and possible interactions between logical functions.
6.x.1.2
Architecture
Option 1: ML model published via ML designer
Figure 6.x.1.2-1 proposed a NWDAF decompose architecture. The NWDAF is composed by Analytics Function and the ML training function. The ML training function is used to train the model and the Analytics function is used to do the data analytics for the consumer and expose the data to the consumer.
The ML designer provides the initial training model to the ML training function, this step is out of 3GPP scope. The ML designer can be operated by the operator orthe AF
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Figure 6.x.1.2-1: Option 1 for NWDAF decompose architecture
ML training function performs the initial model training, ML training function requests the training data from NWDAF data repository. The NWDAF data repository is the data storage entities that stores the data collected by NWDAF from other 5G NF and data repository which is related to the Key issue 11: Increasing efficiency of data collection.
ML training function sends the trained model to the ML designer and the ML designer publishes the ML model with the corresponding Analytics ID to Analytics function. ML designer may publish the trained model to different NWDAFs. These two steps are out of 3GPP scope.

The ML models stored in the Analytics function corresponding to the Analytics IDs. After receiving analytics request from the consumer, Analytics function performs the data analytics by using data in NWDAF data repository. The details about how to collect the data is discussed in Key issue 11. NWDAF exposure the output to the consumer. 
Option 2: ML model published by ML training function
Option 2 using the similar principle to option 1. The NWDAF is composed by ML training function and Analytics function. ML training function performs the initial ML model training and Analytics function performs data analytics according to the request from consumer. The different from option 1 is that, after ML training success, ML training function sends the trained ML model and the corresponding Analytics ID to Analytics function. It is also possible to send the trained ML model to other NWDAFs.
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Figure 6.x.1.2-1 Option 2 for NWDAF decompose architecture
6.X.4
Impacts on Existing Nodes and Functionality
NWDAF
- decompose NWDAF into different functions
*******************************************End of change***************************************
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